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 Optimal Power Flow : An optimal solution of bus voltage magnitudes and phase angles that minimizes a

given generation cost, subject to the power balance at each bus and operational constraints usually include

voltage magnitude limits, line-flow limits.

 Multi-Objective Optimal Power (MOOPF) : Adverse effect of the electric power industry to the

environmental pollution is a matter of concern, so, demanding a great deal of serious actions toward

reducing pollution.

 Greenhouse Gas Emissions by Economic Sector in 2017
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Multi Objective Optimal Power Flow (MOOPF) 
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 MOOPF formulation :

 Objective functions 
1. Minimization of fuel cost (FC)
2. Minimization of emission objective (FE) 
3. Minimization of real power losses (FL)

 Constraints 
o Equality constraints 

𝑉𝑉𝑙𝑙𝐼𝐼𝑙𝑙∗ = 𝑃𝑃𝑙𝑙
𝑔𝑔 − 𝑃𝑃𝑙𝑙𝑑𝑑 + 𝑄𝑄𝑙𝑙

𝑔𝑔 − 𝑄𝑄𝑙𝑙𝑑𝑑 𝑖𝑖 ; ∀ 𝑙𝑙 ∈ 𝒩𝒩
𝑉𝑉𝑘𝑘𝐼𝐼𝑘𝑘∗ = −𝑃𝑃𝑘𝑘𝑑𝑑 − 𝑄𝑄𝑘𝑘𝑑𝑑 𝑖𝑖 ; ∀𝑘𝑘 ∈ 𝒢𝒢

o Inequality constraints 

Multi Objective Optimal Power (MOOPF)  

𝑃𝑃𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑘𝑘
𝑔𝑔 ≤ 𝑃𝑃𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 ; ∀𝑘𝑘 ∈ 𝒢𝒢

𝑄𝑄𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑄𝑄𝑘𝑘
𝑔𝑔 ≤ 𝑄𝑄𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 ; ∀𝑘𝑘 ∈ 𝒢𝒢

𝑉𝑉𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑉𝑉𝑙𝑙 ≤ 𝑉𝑉𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 ; ∀𝑙𝑙 ∈ 𝒩𝒩

|𝑆𝑆𝑘𝑘𝑘𝑘| ≤ 𝑆𝑆𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 ; ∀(𝑘𝑘, 𝑙𝑙) ∈ ℒ
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MOOPF formulation 
MOOPF formulation

o 𝑃𝑃𝑙𝑙
𝑔𝑔 ,𝑄𝑄𝑙𝑙

𝑔𝑔: active and reactive 
powers produced by the 
generator 𝑙𝑙 ∈ 𝒩𝒩.

o 𝑃𝑃𝑘𝑘𝑑𝑑 ,𝑄𝑄𝑘𝑘𝑑𝑑 : active and reactive 
loads at buses 𝑘𝑘 ∈ 𝒩𝒩.
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Power System Control Architecture

 Decentralized: purely local algorithms, i.e., no communication between agents.

 Centralized: Each agent communicates with a centralized controller that  performs 
computations and sends new commands.
 This control structure makes the system vulnerable to single point of failure and 

communication failures, and raises privacy concerns.

 Hierarchical: algorithms where computations are done by agents that communicate with other 
agents at a higher level in a hierarchical structure, eventually leading to a centralized controller.

 Distributed: algorithms where each agent communicates with its neighbors, but there is 
not a centralized controller.
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Distributed algorithms have several potential advantages
over centralized approaches. 1) The computing agents only have
to share limited amounts of information with a subset of
the other agents. This can 2) improve cyber security and 3) reduce
the expense of the necessary communication infrastructure.
Distributed algorithms also have 4) advantages in robustness with
respect to failure of individual agents. Further, with the ability
to perform parallel computations, distributed algorithms have
the potential to be 5) computationally superior to centralized
algorithms, both in terms of solution speed and the maximum
problem size that can be addressed. Finally, distributed
algorithms also have the potential to respect 6) privacy of data,
measurements, cost functions, and constraints, which becomes
increasingly important in a distributed generation scenario.

Why Distributed Optimization is Better ? 
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Optimization Dynamical System for MOOPF 

𝑈̇𝑈 = −2𝑎𝑎 𝑮𝑮 𝑈𝑈, 𝜆𝜆 , 𝛾𝛾,𝜇𝜇, 𝜈𝜈 + (𝑒𝑒𝑛𝑛+1𝑒𝑒𝑛𝑛+1𝑇𝑇 ) 𝑈𝑈 (2.𝑎𝑎)

𝜆̇𝜆𝑘𝑘 = 𝑎𝑎 𝑃𝑃𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑈𝑈𝑇𝑇𝒀𝒀𝑘𝑘𝑈𝑈 − 𝑃𝑃𝑘𝑘𝑑𝑑 𝜆𝜆𝑘𝑘

+
(2. 𝑏𝑏)

𝜆̇𝜆𝑘𝑘 = 𝑎𝑎 𝑈𝑈𝑇𝑇𝒀𝒀𝑘𝑘𝑈𝑈 + 𝑃𝑃𝑘𝑘𝑑𝑑 − 𝑃𝑃𝑘𝑘𝑚𝑚𝑎𝑎𝑎𝑎
𝜆𝜆𝑘𝑘

+ (2. 𝑐𝑐)

𝛾̇𝛾𝑘𝑘 = 𝑎𝑎 𝑄𝑄𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑈𝑈𝑇𝑇�𝒀𝒀𝑘𝑘𝑈𝑈 − 𝑄𝑄𝑘𝑘𝑑𝑑 𝛾𝛾𝑘𝑘

+
(2.𝑑𝑑)

𝛾̇𝛾𝑘𝑘 = 𝑎𝑎 𝑈𝑈𝑇𝑇�𝒀𝒀𝑘𝑘𝑈𝑈 + 𝑄𝑄𝑘𝑘𝑑𝑑 − 𝑄𝑄𝑘𝑘𝑚𝑚𝑎𝑎𝑎𝑎
𝛾𝛾𝑘𝑘

+ (2. 𝑒𝑒)

𝜇̇𝜇𝑘𝑘 = 𝑎𝑎 𝑉𝑉𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 2
− 𝑈𝑈𝑇𝑇𝑴𝑴𝑘𝑘𝑈𝑈

𝜇𝜇𝑘𝑘

+
(2.𝑓𝑓)

𝜇̇𝜇𝑘𝑘 = 𝑎𝑎 𝑈𝑈𝑇𝑇𝑴𝑴𝑘𝑘𝑈𝑈 − 𝑉𝑉𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 2
𝜇𝜇𝑘𝑘
+ (2.𝑔𝑔)

𝜈̇𝜈𝑘𝑘𝑘𝑘 = 𝑎𝑎 𝑈𝑈𝑇𝑇𝒀𝒀𝑘𝑘𝑘𝑘𝑈𝑈 2 + 𝑈𝑈𝑇𝑇 �𝒀𝒀𝑘𝑘𝑘𝑘𝑈𝑈 2 − 𝑆𝑆𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 2
𝜈𝜈𝑘𝑘
+ 2.ℎ

 Define Optimization Dynamical System for solving MOOPF: 

𝑮𝑮 𝑈𝑈, 𝜆𝜆 , 𝛾𝛾, 𝜇𝜇

= ∑𝑙𝑙𝑙𝑙𝒢𝒢 2𝑑𝑑𝑙𝑙2 𝑈𝑈𝑇𝑇𝒀𝒀𝒍𝒍𝑈𝑈 + 𝑃𝑃𝑙𝑙𝑑𝑑 𝒀𝒀𝒍𝒍 + 𝑑𝑑𝑙𝑙1𝒀𝒀𝒍𝒍 + 𝑑𝑑𝑙𝑙𝑙𝑙 .𝑑𝑑𝑙𝑙𝑙𝑙 𝑒𝑒
𝑑𝑑𝑙𝑙𝑙𝑙 𝑈𝑈𝑇𝑇𝒀𝒀𝑙𝑙𝑈𝑈+𝑃𝑃𝑙𝑙

𝑑𝑑
𝒀𝒀𝒍𝒍

+∑𝑘𝑘𝑘𝑘𝒩𝒩 𝝀𝝀𝒌𝒌𝒀𝒀𝒌𝒌 + 𝜸𝜸𝒌𝒌�𝒀𝒀𝒌𝒌 + 𝝁𝝁𝒌𝒌𝑴𝑴𝒌𝒌
+∑(𝑘𝑘,𝑙𝑙)∈ℒ 2𝑣𝑣𝑘𝑘𝑘𝑘 𝑈𝑈𝑇𝑇𝒀𝒀𝒌𝒌𝒌𝒌𝑈𝑈 𝒀𝒀𝒌𝒌𝒌𝒌 + 𝑈𝑈𝑇𝑇�𝒀𝒀𝒌𝒌𝒌𝒌𝑈𝑈 �𝒀𝒀𝒌𝒌𝒌𝒌

 Lagrangian saddle-point condition (3)
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A Distributed Algorithm for Solving MOOPF Problem
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 IEEE benchmark power system with 57-bus:

Numerical experiments
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The best Pareto fronts 

Minimize fuel cost and emission Minimize fuel cost and power losses Minimize fuel cost, emission function
and active power losses. 

Case 1 Case 2 Case 3
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Efficiency of the proposed method when changing load

 In IEEE 57-bus when certain power system loads are increased to (active power: 50%, reactive power: 20%) at 
t = 6.8s and decreased to (active power: 50%, reactive power: 80%) at t = 13.6s, respect to nominal active and 
reactive loads. 

Trajectories of the voltage variables based on 
the 57-bus system including variable loads at 
time 6.8 and 13.6 secs.

The cost of power generation for the all 
generator in the 57-bussystem including
variable loads at time 6.8 and 13.6 secs.
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Comparison of the best compromise solutions with other methods 

 Comparison of the best compromise solutions of MOOPF problem for cases 1,2,3 for
IEEE 14,30,39,57 and 118-bus
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